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Abstract-   Sadness is a worldwide wellbeing concern. Informal organizations enable the influenced populace to share their encounters. 

Web-based social networking furnishes boundless chances to impart encounters to their best recommendation. In current situations and 

with accessible new advances, twitter can be utilized adequately to gather data as opposed to social affair data in conventional technique. 

Twitter is a most prevalent online long range informal communication benefit 
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1. Introduction 
 

owadays, social network platforms are the getting 

popular where millions of users can give their 

views about any product. Sentiment analysis 

gives an effective and efficient means to expose public 

opinion timely which gives vital information for decision 

making in various domains. 

 

For obtaining users feedback towards any product, 

different companies can study the public sentiment in 

tweets.  Many research studies and industrial applications 

have been done in the area of public sentiment tracking 

and modeling. 

 

It has been reported that events in real life indeed have a 

significant and immediate effect on the public sentiment 

in online. However, none of these studies performed 

further analysis to mine useful insights behind significant 

sentiment variation, called public sentiment variation. 

  

Sentiment analysis is also known as opinion mining refers 

to the use of natural language processing aims to 

determine the attitude of a speaker or a writer with respect 

to some topic. The attitude may be his or her judgment or 

evaluation. 

 

The rise of social media such as blogs and social networks 

has driven interest in sentiment analysis. Due to the 

proliferation of reviews, ratings and other forms of online 

opinion ,online expressions has turned into a kind of 

platform for businesses looking to market their products, 

identify new opportunities and manage their reputation.           

Main application of sentiment analysis is to classify a 

given text to one or more pre-defined sentiment categories 

and can be used for decision making in various domains. It 

is generally difficult to find the exact causes of sentiment 

variations since they may involve complicated internal and 

external factors. It is observed that the emerging topics 

discussed in the variation period could be highly related to 

the genuine reasons behind the variations. 

 

2. Proposed Algorithm 
 

2.1  SVM algorithm  
 

The first thing you will see here is ROC curve and we can 

determine whether our ROC curve is good or not by 

looking at AUC (Area Under the Curve) and other 

parameters which are also called as Confusion Metrics. A 

confusion matrix is a table that is often used to describe the 

performance of a classification model on a set of test data 

for which the true values are known. All the measures 

except AUC can be calculated by using left most four 

parameters. So, let’s talk about those four parameters first. 

 

  Predicated Class 

 

Actual 

Class 

 Class=yes Class=no 

Class=yes True positive False 

Negative 

Class=no False 

positive 

True 

negative 

 

True positive and true negatives are the observations that 

are correctly predicted and therefore shown in green. We 

want to minimize false positives and false negatives so they 

are shown in red color. These terms are a bit confusing. So 

let’s take each term one by one and understand it fully. 

 

N
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True Positives (TP) - These are the correctly predicted 

positive values which means that the value of actual class 

is yes and the value of predicted class is also yes. E.g. if 

actual class value indicates that this passenger survived 

and predicted class tells you the same thing. 

 

True Negatives (TN) - These are the correctly predicted 

negative values which means that the value of actual class 

is no and value of predicted class is also no. E.g. if actual 

class says this passenger did not survive and predicted 

class tells you the same thing. False positives and false 

negatives, these values occur when your actual class 

contradicts with the predicted class. 

 

False Positives (FP) – When actual class is no and 

predicted class is yes. E.g. if actual class says this 

passenger did not survive but predicted class tells you that 

this passenger will survive. 

 

False Negatives (FN) – When actual class is yes but 

predicted class in no. E.g. if actual class value indicates 

that this passenger survived and predicted class tells you 

that passenger will die.Once you understand these four 

parameters then we can calculate Accuracy, Precision, 

Recall and F1 score. 

 

Accuracy - Accuracy is that the most intuitive 

performance live and it's merely a magnitude relation of 

properly foretold observation to the entire observations. 

One might imagine that, if we've high accuracy then our 

model is best. Yes, accuracy may be a nice live however 

only you have got radially symmetrical datasets wherever 

values of false positive and false negatives area unit 

virtually same. Therefore, you have got to appear at 

different parameters to judge the performance of your 

model. For our model, we've got zero.803 which means 

our model is approx. 80% accurate. 

 

Accuracy = TP+TN/TP+FP+FN+TN 

Precision - preciseness is that the magnitude relation of 

properly foretold positive observations to the entire 

foretold positive observations. The question that this 

metric answer is of all passengers that labelled as 

survived, what percentage really survived? High 

preciseness relates to the low false positive rate. We have 

got zero.788 preciseness that is pretty sensible. 

 

Precision = TP/TP+FP 

 

Recall (Sensitivity) - Recall is that the magnitude relation 

of properly foretold positive observations to the all 

observations in actual category - affirmative. The question 

recall answers is: Of all the passengers that actually 

survived, what percentage did we tend to label? We have 

got recall of zero.631 that is nice for this model as it’s on 

top of zero.5. 

 

Recall = TP/TP+FN 

 

F1 score - F1 Score is that the weighted average of 

preciseness and Recall. Therefore, this score takes each 

false positives and false negatives under consideration. 

Intuitively it's not as straightforward to know as accuracy, 

however F1 is sometimes a lot of helpful than accuracy, 

particularly if you have got AN uneven category 

distribution. Accuracy works best if false positives and false 

negatives have similar price. If the value of false positives 

and false negatives area unit terribly totally different, it’s 

higher to appear at each preciseness and Recall.  

 

In our case, F1 score is 0.701. 

 

F1 Score = 2*(Recall * Precision) / (Recall + Precision) 

 

Real Time Detection: 

 After calculating metric score if the metric score is 

less means we can’t use in real time so change the model 

and if the accuracy is good means we can implement in real 

world. 

 

3. Experiment and result 
 

To Analysis the people opinion and judgment or feeling 

about a particular topic or subject. The most common 

sentiment Analysis is called ‘polarity detection’ and 

consists in classifying a statement as ‘positive’, ‘negative’ 

or ‘neutral’. 

 

 

 
 

 

Figure 1: Search a given keyword 

 



                           

 
 

Figure 2: Gather recent tweets based on keywords 

 

 
 

Figure 3: Remove stop words in a given tweets 
 



                           

 
Figure 4: To find polarity 

 
Figure 5: graph for polarity 

 

4. Conclusion 

 

We have proposed a framework for ordering drugs in light 

of extremity investigation of twitter information. The 

twitter tweets are removed with twitter API utilizing 

twitter4j. From the twitter created application all the keys 

and token are produced, with these data we can associate 

the twitter with twitter API. At that point extricated tweets 

are preprocessed by evacuating stop words, short 

structures and emoji’s.The preprocessed tweets are 

characterized utilizing Naïve Bayes grouping and 

extremity of the tweets is anticipated for conclusive 

arrangement. This framework interpersonal organization  

 

 

 

based social investigation parameters can build the forecast 

more precision and speedy reaction analyze. 
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